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Abstract

The application of single molecules as templates for nanodevices is a
promising direction for nanotechnology. In our research we use sdsge
deoxyribonucleic acid molecules or suspended single-wall carboriutze
as templates for making superconducting devices, and then study these de-
vices at cryogenic temperatures. Because the resulting nanowireg-are e
tremely thin, i.e. comparable in diameter to the templating molecule itself,
their electronic state is highly susceptible to thermal fluctuations. The most
important family of these fluctuations are the collective ones, which take
the form of Little’s phase slips, or ruptures of the many-electron organiza-
tion. These phase slips break the quantum coherence of the supgsttogd
condensate, and render the wire slightly resistive (i.e., not fully supduaxt-
ing), even at temperatures substantially lower than the critical temperature of
the superconducting transition. At low temperatures, for which the thermal
fluctuations are weak, we observe the effects of quantum fluctuatidsh w
lead to the phenomenon of macroscopic quantum tunneling. In devices hav-
ing two parallel nanowires, we find resistance oscillations with magnetic
field. Such oscillations are a manifestly quantum-mechanical phenomenon
that reflects the sensitivity of the supercurrent to the electromagnetiavecto
potential. The modern fabrication method of molecular templating, reviewed
here, can be readily implemented to make nanowires from other materials,
such as normal metals, ferromagnetic alloys, and semiconductors.
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1 Introduction

Deoxyribonucleic acid (DNA) contains genetic instrucsamsed in the develop-
ment and functioning of living organisms. The main functadrDNA is to store
information over long periods of time, thus the molecule ttabe very robust.
Chemically, DNA consists of two long polymers composed offderunits called
nucleotides and forming the well-known Crick-Watson doutgéx,! the diameter
of which is~ 2 nm.

A new field, known as DNA nanotechnology, has emerged regetlittelies
upon the unique molecular recognition properties of DNA ecales to create
self-assembling DNA constructs having useful propedieBNA is thus being
used as atructural templaterather than as a carrier of biological information.
Such an approach has been used to create a great variety -ofimeoasional
periodic patterns and networks, as well as three-dimeakioonstructs in the
shapes of polyhedraThe templating functions of DNA have been demonstrated
in recent experiments in which a linear arrangement of narimpes, such as gold
nanoclusters or streptavidin proteins, was achieved orstin@ce of the DNA
molecule? It is becoming evident that DNA can be regarded as a “backbone
for the fabrication of information-processing devicesemhcal and biological
sensors, and molecular transistors at the nanometeresife$

By taking advantage of DNA self-assembly capabilifiesne can envision

using single DNA and/or self-assembled DNA constructs a#falding for the



creation of metallic or even superconducting networks aewi In fact this po-
tential of DNA self assembly is the main reason why our worknetal coating
of DNA was started. The approach could lead to creating ofptexnmetallic
networks with the smallest dimensions of the order of thenei@r of DNA. The
key to practical realizations of DNA molecular templatingslin the possibility
of creating a homogeneous metal coating on single molecwigish transforms
the molecules into thin metallic wires. In the first such s, a wet-chemistry
approach was used to metallize DRA! This approach tends to yield rather
granular wires, which typically exhibit very high electlaesistance at low tem-
peratures. These two problems (granularity and very higistance at cryogenic
temperatures) are in fact related to each other. If the Wicemposed of weakly
connected metallic grains, electrons tend to localize esdlgrains, due to the
Coulomb blockade effedt1* This effect leads to a strong increase of the electrical
resistance as, at low temperatures, individual electrame byreat difficulty pass-
ing from one grain to another. This is because the metalimgrare so small that
the addition of even a single extra electron on a grain styangreases the energy.
This additional energy required for a current to flow throaghinhomogeneous
nanowire is not available at low temperatures, for whichrtred fluctuations are
negligible. Thus, the main goal in the development of theenwllar templating
technique amounted to finding a way of making homogeneoussywao that the
electrons in these wires could flow freely through them.

Molecular templating (MT}? which is a physical rather than a chemical
method, offers the possibility of fabricating homogenewiies, which can be
made very short (as short as30nm)*® and very thin, viz. as thin as 5nm or

possibly even thinne>:1"-2°The MT technique involves the sputter-deposition of



a thin metallic film over suspended (and dried) DNA molect#iés?2or a carbon
nanotubes®> "1 The results published so far indicate that not all metalmfor
homogeneous nanowires when deposited on the surface obancaanotube.
Amorphous alloys, such aslo,Ge;_,, provide wires having a high degree of
homogeneity>2° For pure metals the general tendency is to form disconnected
grains when deposited on a carbon nanotfo®n the other hand, some elemen-
tal metals, such as Ni3;22 amorphous O%’ and Til’ exhibit strong adhesion to
the nanotube. These metals can be used as “sticking” lagetter metald’
Thus, in the MT method the choice of the material determihesniorphology
of the resulting nanowire. In this Progress Report we focusvimas made by
a sputter-deposition dflo;yGe,; films?*25 over suspended carbon nanotubes or
DNA molecules. The elemental compositions of the alloy wasendicated (or
similar to this), and were optimized with the goal of obtamihe highest critical
temperature for the superconducting transition. Thisi@agr alloy shows an
excellent adhesion to nanotubes and to DNA. The MT methahads the virtue
of creating wires that are seamlessly connected to the merasut leads. Thus,
the MT technique provides an efficient solution to the gelnena@blem of making
good electrical contact to the nanowires under investgati

Two types of experiments have been conducted on superctimglnanowires,
viz. measurements on single wires and ones on double-waetgm interference
devices. Single-wire devices are used to study quantumrenbe and deco-
herence effects in one-dimensional (1D) superconductarsingle-wire device
consists of two macroscopic superconducting films (to bkeddkelectrodes” or
“thin film electrodes”), connected electrically to eachestthrough just one indi-

vidual superconducting nanowire. The supercurrent floviiogh one electrode
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to the other through the nanowire is proportional to theedéhce of the phases
of the condensate wave functions in each of the electrode¢le Wwave function

in the wire is coherent, the phase difference remains urggdhprovided also
that no voltage difference is applied) and the supercunremiains unchanged
over time. Thus, the resistance of the wire is exactly zeguédntum coherence

is unbroken. On the other hand, if the rate of occurrence cblderence events
(i.e. Little’s phase slip®) is not zero, a proportional voltage occurs between the
electrodes. Thus, by measuring the voltage (with a weaktanhsurrent being
applied through the wire) we determine the rate at which tmesp-coherence-
breaking phase slips occur. We find that at low bias-curtestrate of phase slips
follows the Arrhenius thermal-activation law. Similar vits have recently been
obtained in experiments on thin wires fabricated from higmperature supercon-
ductor material$! No signatures of quantum tunneling of the phase slips was
observed in our short wires liw bias-currents However, at high bias-currents,
i.e. at currents close to the critical current of the naneywve do observe a clear
signature of quantum phase slips (QPS), viz. strong fluctusiin the currents at
which switching to a resistive state occé?s.

Double-wire devices consist of two thin-film electrodesimected electrically
to one another through a pair of parallel superconductimpwaes?! Such de-
vices have enabled us to observe a novel quantum interieedfect in a magnetic
field. Well-known examples of quantum interference incladécal-current os-
cillations in conventional superconducting quantum ifie@mnce devices (known
as SQUIDs}**and Little- Parks resistance oscillations in thin-wallgtirders3!

In these examples, the periods of the oscillations are clbedir by the supercon-

ducting flux quantun®,(= h/2e) divided by the geometrical area enclosing the



magnetic field. (Hereh is Planck’s constant ande is the electronic charge.)
Our results on two-wire interferometers can not be expthingthe Little-Parks

effect, which involves oscillations of the critical tempaure. We have provided a
quantitative theoretical explanation for the observedageand amplitude of the
oscillations, by considering the gradients in the phask@$tiperconducting order
in the leads, which are generated consistent with the flow ekbher screening
currents. Based on this understanding, we constructed aedthat is sensitive
to the superconducting wavefunction phase gradients avelthas been able to

measure phase differenc@s.

2 Fabricating Nanowires Using Molecular Templates

The technique of molecular templating (MTkan be used to fabricate homoge-
neous metallic wires having ultrasmall dimensions, i.ediameters significantly
less than~ 10nm and lengths as small as 30 nm. One important advantage
of MT is that, as produced, the nanowires are seamlesslyecte to metallic
electrodes, thus making them ideal for transport measurenaé various types.
Another advantage is that the technique can be generalizearious materials
and also to a range of geometries, if substrate moleculesdtacular assemblies)
of the desired geometry can be synthesized and obtainedispaisded state.

In the MT method (see Figure 1), fabrication starts with ar{1®0) wafer
covered with &00 nm thick layer of SiQ (including a100 nm thick film of “dry
oxide” and a400 nm thick film of “wet oxide”) and a60 nm thick film of low
stress SiN deposited by LPCVD (low pressure chemical vapposigon) over

the oxide layef? In the next fabrication step, a narrow (100 nm) and long



Figure 1: Schematic explanation of the principle of molactémplating (drawing
not to scale¥’ (a) MT method in the ideal case, with the molecule remaining
perfectly straight. A nanotube is positioned over a narrew1(0 nm) trench
etched into the top SiN layer (yellow). The film of SiPositioned directly under
the SiN film is used to create an undercut via HF wet etchingordter to make
the the sample out of a metallic nanowire, the desired meigdeally Mo;oGe;
or Nb—is sputter-deposited over the entire surface of theh§, including the
molecule suspended over the trench. As the sputtered ntetakgred circles)
stick to the suspended nanotube, a metallic nanowire fomth®surface of the
nanotube. The electrodes, which are thin MoGe films, usually m wide, are
marked E1 and E2. In a real sample, the electrode smootmgiti@an into larger-
area contact pads, with at least two pads on each side ofahehtr The contact
pads are not shown here. The segment of the wire located éet@reows A and
B is suspended over the tilted sides (TS) of the trench, asetbre it appears as
a “white spot” when imaged using a scanning electron mi@ps{SEM). (b) A
similar sample, but with the molecule bending down into tea¢h. Such samples
do not show “white spots” in SEM images. Such an arrangensetyipical for
molecules, such as DNA, which are flexible on the lengthsafalee trench width,
as they tend to adhere to surfaces and thus “prefer” to chesgénch at points
where the gap is the narrowest. 7



(~ 5mm) trench is defined in the top layer of SiN using electron bearshgam)
lithography with PMMA resist, followed by reactive ion etoly using Sk plasma.

A focused ion beam (FIB) can be used instead of electron-béhogtaphy to
form the trench. An undercut (see Figure 1) surroundingrérech is then formed
by wet etching in 50% HF for 10s. A less concentrated HF solution can also
be used, but the etching time should then be increased. Tdereut develops
because the etching rate of the oxide is much larger thantthéng rate of the
nitride. We typically try to make the undercut to be ab®iinm in width, on each
side of the trench. The undercut is very important for prajefice operation, as
it ensures that the electrodes formed in the subsequent speitiering step are
electrically disconnected everywhere except throughdmewire. The deposition
of molecules is done from the liquid phase, which can be aisolof fluorinated
nanotubes in isopropanol or a suspension of regular naestualdichloroethane,
or a water solution containing—DNA molecules. The solvent can either be
removed by blowing dry nitrogen gas over the sample or, inciee of DNA
deposition, by placing the sample into a desiccator and jmgmpout.

After the solvent is dried out, a metallic film is sputter-dsiped over the entire
sample. For each sample only one sputtering run is made iahvlre wire and the
leads are produced simultaneously. The sputtering systedwas AJA ATC 2000
with the base pressure belew10~7" Torr. To keep films free of contaminants, the
sputtering rate should not be too low; typically it wag).13 nm/s. The sputterer
is equipped with a liquid nitrogen cold trap that is esséftiareducing oxygen
and organic impurities in the sputtered films. Contaminagiotering MoGe films
during the sputtering can heavily suppress their supergdindy properties, and

thus should be avoided by all means.



After the sputtering, each molecule suspended over thetireas become
coated with metal, and thus is transformed into a very thitaiie nanowire. The
distribution of metal around the molecule is not know, butally it is not impor-
tant, as the diameter of the wire is smaller than or aboutleéquhe coherence
length of the superconducting material used. Prelimineststinvolving transmis-
sion electron microscope (TEM) imaging of wires at varionglas suggest that
most of the deposited metal sits on top of the nanotube the.molecule is not
located in the center of the formed wire but, rather, it likxse to the bottom of
the wire.

After the sputter-deposition step, the Si chip is examineden a scanning
electron microscope (SEM) and a wire without any visibleedes is selected.
Under “visible defects” we understand interruption ana/onstrictions, or other
imperfections, which can be seen on scanning electron stope (SEM) images
of the examined nanowire.

After a solitary and defect-free wire is found, its positisrdetermined with
respect to a periodic set of markers located near and alagrench. Then,
the sample is spin-coated with a photoresist and subjeot@thdtolithography,
while the optical mask alignment is guided by the markerse itarkers, which
are simply numbers etched into the SiN film, have typical disiens of aboub
to 10 um, so they are clearly visible in the optical microscope usedlign the
photomask. The markers are spaced periodically along ¢éimehrwith a step of
~ 20 pm. Making samples with just one wire connecting the electsaslpossible
because the concentration of wires can be made sufficientiytypically one per
every~ 100 um of the trench length, while the width of the electrodes, cfihy

the photomask, is usually five to ten times smaller than this.



The purpose of photolithogrpahy is to protect the seleciegland, at the same
time, to define the electrodes and the contact pads. Aftgitbwresistis exposed
and developed, the sample is etched either in hydrogen ipergior MoGe) or
in a reactive ion etching (RIE) chamber (for Nb wires). As aulea sample is
obtained that now has contact pads connected 16 m wide electrodes, which
approach the trench from opposite sides, the wire serving wsak electrical
link bridging the trench and connecting the electrodes te otmer. After the
electrodes are patterned, the sample is examined underNniBSiBe number of
wires connecting the electrodes is larger than the desustber (which is usually
either one or two), the undesired wires can be removed usBglfr most cases,
though, is was possible to avoid the FIB step by positionivegghotomask over a
segment of the trench between two markers where there weetired number
of wires (one or two).

Unlike in the simplified schematic drawing of Figure 1a, inraqtical device
the number of contact pads has to be at leastfowith two contact pads connected
to each of the electrodes. Usually, the mask is designeccim manner that there
are three contact pads on one side of the trench (insteadf tkaving an
extra electrode allows one to measure the voltage drop ofilthéorming the
electrodes, and to determine its critical temperature.

The Si chip with the sample is installed into a plastic chigieawith nonmag-
netic metallic pins. The connection of the contact pads ¢optins is done using
gold wires and indium dots and/or conducting silver pastee gerson making the
connections must always be grounded, in order to preveriitireng of the wire
with static electricity.

SEM imaging shows that MT-produced nanowires are contiaamgd homo-
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Figure 2: A scanning electron micrograph (SEM) of a MoGe mare (gray)
suspended over atrench (black) and seamlessly connexting MoGe electrodes
(gray areas on the top and on the bottéfh)he white spots are visible on both
sides of the wire, indicating that the wire is straight andlwaspended. The
beginning and end of one of the white spots are marked by ardvand B,
corresponding to the A and B arrows of Figure la.

Figure 3: A transmission electron micrograph (TEM) of a naine templated by
a fluorinated carbon nanotube. The wire appears amorphausarphologically
homogeneous, without any noticeable granul&#ity.
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geneous (Figure 2). Some apparent surface roughness cdtribeted to the
amorphous structure of the wire (meaning a random arranggeshatoms) and to
oxidation of its surface, as the nanowires are exposed tiuaing the fabrication
steps. Imaging under a transmission electron microscopMjtonfirms that the

wires are structurally homogeneous and amorphous (seesF3ju

2.1 Choice of Templating Molecules

The molecule used as a suspended substrate or template entigtdbenough,
stable and straight. The molecule must not break when tlvesioévaporates. It
has to remain straight after the sample is dried and the mi@ibecomes suspended
by its ends. The sputter-deposition process used to coatdlexule with metal is
a room-temperature procedure, which is mild enough tharocgmnolecules such
as DNA can withstand the process and maintain their stralontegrity during the
deposition. It was found empirically that an amorphous radgnum-germanium
(MoGe) alloy has good adhesion to DNA molecules as well agrigleswall
carbon nanotub€e'$:2! To date, the MT technique has been successfully used with
various types of molecules, including carbon nanotdpés*fluorinated carbon
nanotubes (fluorotubeg),*® DNA molecules’!:??as well as with nanorod¥:38
When using carbon nanotubes as templates in our experimegatghose
fluorinated carbon nanotubes because these moleculdss vagjular nanotubes,
are perfectly insulating, because theslectrons on their surfaces are passivated
with fluorine atoms® Thus, fluorotubes provide ideal templates for experiments
in which the templating molecules have to be insulating. orégcal modeling
of such devices is easier, because all applied electricedmuflows through the

metallic coating of the molecule.

12



2.2 Details of the Deposition Process for DNA Molecules

We begin with a solution oA-DNA in water, with concentration- 500 pg/ml,
purchased from Promega. Although shorter-length of DNAlg¢tauwoss the~
100 nm gap,A-DNA, which is~ 16 um long, is readily accessible and was used in
all reported experiments. The stock solutiomeDNA is very concentrated, and
must be diluted for the purpose of deposition over the tremcbrder to ensure
that the average distance between molecules is many micfdmeugh multiple
trials 2° it was found that diluting the stock solution (through aakdilution with
pure DI water) to concentrations of 2 5q: g/ml works well for producing areas
along the trench where only one or two molecules cross theegeyy ~ 20 ym
along the trench. The width of the electrodes defined by theqgohask was
~ 15 um, so if the distance between molecules is more than that, atways
possible to address one molecule. With this mask, for thpqag& of making a
sample having two wires, one needs to find two wires crossiagrench, such
that the distance between the selected two wires is lessitham, whilst the
distance to other wires is larger than 1@qum. Whenever we transfer a solution
containing DNA through a micro-pipette, it is recommendeal tone widen the
pipette output to~ 1 mm in diameter, to ensure the easy passage of long DNA
molecules. After the solution of DNA has been diluted,a drop is placed on the
surface of the Si chip containing the trench. The chip is fflaned in a dessicator
to dry under vacuum. As the stock solution contains someebusilts, which
dry as crystals on the surface, it is necessary to rinse tipeichDI water after
the DNA deposition. The-DNA molecules become heavily fixed to the surface

upon drying, due to van der Waals forces, and they do not waalk & DI water.
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The end result is that some of the DNA molecules dry crosdiegitench. An
important fact is that the molecules crossing the trenclpalied straight during
the drying process, and always dry nearly perpendiculdngdrench. Probably,
owing to the van der Waals attraction, the DNA has a lowergnper unit length
when it is bound to the SIN membrane, compared to the suspgemadécule.
Thus, the length of the suspended segment is minimizedinigdd the result
that all suspended molecule are straight and roughly pdrpelar to the trench
sides. After the sample is dried completely, it is ready fatahdeposition. A
thin metallic film is deposited over DNA molecules, thus caming them into thin

wires suspended across the trench.

2.3 Significance of “White Spots”

What we call “white spots” are the short, bright, regionshlision SEM micro-

graphs at the ends of many but not all of the nanowires. Whitésspccur near
the points where the wire connects to the electrodes (segd-i). As we shall

explain in detail, below, the occurrence of such white spatSEM micrographs
indicates that the wire is straight and coplanar with theldeaThus, whenever
possible, they should be used as guidance in the wire sahgatocess.

Amongst the many wires formed across the trench after thiégespg process,
itis necessary to select one that makes good electricabotion to the electrodes
and which is, preferably, straight and coplanar with theteteles. It turns our that
in some cases the wire might not be coplanar if the templatiofpcule remains
on the surface down the entire tilted side, and crosses éinetirsomewhere at
the level of the bottom surface of the SIN film, as illustrated~igure 1b. In

such cases, the film electrodes would not be not connectdtetwite directly,
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but through the tilted regions on the inner sides of the tientarked as “TS” in
Figure 1. (TS stands for tilted sides of the trench.)

A typical width for the TS region is- 100 nm. The tilted sides of the trench
might not be as well metallized as the top surface of the Sihl flTherefore, the TS
regions can exhibit suppressed superconducting chaistitierunless the nominal
thickness of the sputtered superconducting film is largaighdo cover the TS
regions well enough. Thus, itis important to know which @& tWo configurations,
shown schematically as Figure 1a or 1b, is realized in amgrgdevice. A way to
distinguish between these configurations is to examine SHdviographs of the
wire and check for white spots. White spots do occur if the mukeis straight
(see Figures 2 and 1a), and do not occur if the molecule isibgmidwn into the
trench and crossing the gap at the level of the bottom sudate SiN film (see
Figures 4b and 1b). Itis observed that carbon nanotubes@eensbust and show
white spots in most cases, unless the trench on which thecoielés placed is
very wide, i.e., much wider than 300 nm. DNA molecules, on the other hand,
are flexible, so they almost never show white spots (see €ida), even if the
trench is as narrow ad)0 nm or less. This indicates that the molecule crosses
the trench at the bottom surface of the SIN membrane. Thiswas directly
confirmed via the imaging of tilted samples, which shows thasuspended DNA
molecule cross the trench near its bottom (see Figure 4abapty because the
width of the trench is slightly smaller there. So, when DNAletnlles are used as
templates itis necessary to sputter thicker superconuyfitins, in order to ensure
that the TS regions, which are measured in series with the, wio not reduce
superconducting characteristics, such as the criticapéeature and the critical

current of the device. Typically, we had to sputter at l€asth MoGe films in
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double-wire devices that were templated by DNA, in order ekensamples fully
superconducting* As the metal deposition process used here is sputteringhwhi
is not a directional process, coating of the tilted sidetwietal is not impossible,
but simply requires a longer deposition time in order tovaltbe sputtered metal
to coat well the TS region. White spots do not occur when thesvare long,
even if carbon nanotubes are used as the template. For exarintiie trench
is ~ 500nm wide, white spots usually are not observed. Thus, if the lheta
films are not thick enough, such long samples frequently stoNtiple resistive
transitions, due to the involvement of weakly supercondgctS regions. This
issue becomes critical in cases in which the films must be thip, in studies
of the superconductor-insulator transition (St¥Buch studies can only be done
on relatively short samples, and only with nanotubes adcismigemplates. The
trench must be narrow because if it were wider thaB00 nm then the deposited
nanotubes would frequently curve themselves into the kréhc

Now we explain why such white spots occur. The beginning arttic# one
such white region are indicated by the arrows marked ‘A’ @idri Figure 2. The
reason for the appearance of these bright regions at theoétias wire is that the
segment of wire between points A and B is suspended oveed $iltle of a trench,
and this tilted side is also covered by metal, as illustrateigure 1la. In fact,
as the sputtering is a more or less isotropic depositionga®icche TS becomes
metallized even underneath the wire. Thus, the micrograptams superimposed
images of both the wire and the side of the trench right urtd@oigether, the wire
and the TS scatter more electrons, and thus make the endswiréhbrighter than
the central part of the wire positioned over the empty spatieedrench. Figure 1

shows that white spots can only occur if the width of the treiscnarrower at its
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Figure 4. SEM micrograph of nanowires made using DNA tengslafhe wires
appear morphologically homogeneous, without noticeabdauarity. The ap-
parent width of the wires are indicated on each image. Theahutidth of the
metallic core is thinner than the indicated number, e.ge, usurface oxidation
(usually by5nm), carbon coating of the wires during SEM imaging, or SEM
resolution limitations. (a) Top view of a sample with a trerfblack) crossed by
six nanowires templated using DNA molecules. (b) SEM imdgetiited sample,
which shows that DNA crosses the trench at the trench botfdra.two horizontal
dashed lines with letters TS show the width of the membranhéiwis called the
“tilted side” in the text3®
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Figure 5: A photograph of the chip carrier having a mountedh$. Either four
or five of the six pins are typically connected to the samplegbld wires and
indium dots. The MoGe electrode pattern with the five padsheaeeen in the
image. The chip itself i9.8 mm by 4.8 mm. Due to small dimensions the wire
and the trench are not visible in this imatje.

bottom than at its top. Exactly this situation occurs, duth&isotropic nature of
the Sk reactive ion etching (RIE), which is typically employed talethe trench

into the SiN film.

3 Preparing the Sample for Measurements

After the fabrication process is finished, the sample is nedirior electrical
measurements. The mounting procedure is very dangerotlsfarires, as this is
when many of them are typically burned by unwanted statictegity.

To ensure the successful mounting of the wire, the persoimg#ke mounting
should be electrically grounded, e.g., with an anti-statistband and a seat that
is sprayed with an anti-static solution. We mount the Si dngo a plastic chip
carrier with six metallic pins, (Figure 5) which are eithemmagnetic or only
slightly magnetic due to their Ni plating. Electrical cortiens between the pins
of the chip carrier and the contact pads on the Si chip are maohg 50 ym

diameter gold wire. First, four or five gold wires, eachl cm long, are soldered
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(or attached using silver paint) to desired pins of the claipier. Then, a small
piece of double-sided sticky carbon tape (which is typycabed for mounting
samples in SEM) is placed in the center of the chip carried, the sample is
placed over the carbon tape. The tape serves the purposdangf fhe sample
on the surface of the chip carrier. One needs to make sur¢hihdape does not
touch any of the pins of the chip carrier. Next, the free enfdthe gold wires
are connected to the corresponding contact pad of the samplg~ 250 ym
diameter indium spheres. This is done as follows. One spbeykaced on the
contact pad and pressed from the top with the flat-backedsidf a stainless steel
drill bit (or with the end of a metal lead of a common commdreeaistor). Then,
the corresponding gold wire is placed over the In dot andsgesagain. Finally,
another In dot is placed over the gold wire and pressed one tmoe. The second
In dot is needed in order to reduce electrical resistandasoédntact and make the
connection reliable enough that it can withstand the poésooling the sample
down to cryogenic temperatures. With some training, sucbraection process
allows one to connect thin gold wires to a thin-film MoGe cantpad of the
sample without using a soldering iron or ultrasonic boneéhér of which might
bring an unwanted voltage to the sample and thus burn thé.v@rece all the pads
have been connected to the pins of the chip carrier, the ahnrpecis inserted into
a matching socket positioned on one “cold finger” of the ctgbsin most cases
Janis*He cryostat (from Janis Research), which reaches down topeteture of
0.28 K, was used for the measurments. The sample is cooled exalgivough
the measurement leads. The leads, made of a resistive then(eg.,50 um
nylon-coated nickelchrome alloy wires, Stablohm 800A, ifoahia Fine Wire

Co., Grover Beach, CA, USA) are wound (at least ten times) ardboedold
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finger, and coated with a thick layer of dense silver pastéaaradlayer of epoxy
with mixed-in Cu particles. The coating glue allows a goodttied connection of
the leads to the cold finger of the cryostat and thus allowsethés to be cooled
to the base temperature. The coating of the leads with a gioiining metallic
particles cuts down electromagnetic noise (i.e., bladtylradiation from the top
of the cryostat}? It is advantageous to select leads made of thin resistiveswir
as in this case they bring less heat and less electromagrasie loads to the
sample. The leads are connected to the metallic pins of agéagket, into which
the chip carrier is inserted. Thus, the pins of the chip eaare cooled through
the connection to the leads. The pins of the chip carrier amnected through
the gold wires to the sample, ensuring the cooling of the $a&lmpontact pads
and, through them, the entire sample, including the nawihe thermometer, a
calibrated RuO (or Cernox) resistor purchased from LakeSBoyetronics Inc.,
is mounted in the same way as the sample, on a separate chgr.c@hus, the
thermometer is also cooled to the base temperature thrdwggleads, which are
thermalized in the same way as the wires leading to the sanipke sample and
thermometer chip carriers are placed into the same sockéthwas a sufficient
number of leads and which was placed inside a brass-madanédthl Faraday

cage.

4 Electrical Transport Measurements

The sample is biased with an AC current at a frequency of Hz and amplitude
inthe range 1t@0 nA. The currentbias is achieved by using an ultralow-distorti

function generator (Stanford Research Systems DS 360). dltege from the
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generator is applied to the sample through a standardoe$iaving a value of
~ 1 M€, which is much larger than the typical resistance of the sarapd the
leads connected to the sample (which-ig to 10k2). Thus, the current through
the sample, connected in series with the standard resistorpstly determined
by the value of the resistor. This current is recorded, asnation of time,
by measuring the voltage across the standard resistor ailingj the measured
voltage by the resistance of the resistor. The voltage orstiperconducting
electrodes is also measured (with a separate pair of leadsyexoded, as a
function of time. Both measurements are done using batteweped preamps
(either Princeton Applied Research model 113 or Stanford &ekeSystems
model SR 560). After one period of the sinusoidally time-@®gent bias current
is completed, the recorded voltagas plotted as a function of current Thus, the
V(1) curve is obtained, and is plotted on the screen of a compsileg LabVIEW
software. In order to determine the linear resistance ofsdraple (also called
zero-bias resistance), the current-bias amplitude iseshtusbe small enough that
theV (I) curve is linear. Then, the best linear fit to ti¢/) curve is found using
LabVIEW functions. The slope of the linear fit is defined to be tesistancé?
of the sample.

At low enough temperaturess(1 K), typical nanowires, if they are not too
thin, show pronounced signs of superconductivity. The Wwa&s to be “not too
thin” because wires that are thinner than some length- andrrahdependent
critical diameter do not exhibit any signs of supercondugti but, rather, can be
characterized as slightly insulatiftyMost notably, the resistandeof the sample
becomes immeasurably small at low temperatures. For tleediymeasurement

outlined above, the lowest value @fthat can be measured is roughly2. This
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Figure 6: R(T) curve for a typical sample involving a single MoGe nanowire.
The template used to make the wire was a fluorinated carbartuias (a) Sample
resistance is plotted versus temperature in a linear fornfdte first resistive
transition, occurring atv 6.0 K, is due to the superconducting transition taking
place in the film electrodes that lead to the wire. The secppa@nt transition,
at ~ 3.5 K, corresponds to the occurrence of superconducting bahavitne
nanowire. (b) The same data as in (a), plotted in a log-lif@anat. The negative
curvature of the bottom part of the curve indicates that thre vesistance drops,
with cooling, at a rate that is faster than exponential.

lowest value is called the “noise floor” of the setup. As theperature of the
sample is reduced below a certain value,drops below the noise floor and
cannot be measured. At such low temperatures, we perfornrmplementary
measurement, viz., a measurement of the switching cufggnt To do this, the
bias current is slowly increased until a sharp, jump-wisegase inR is observed.
In such jumpsR increases from apparently zero up to the normal resistdribe o
wire Ry. The current at which the jump occurs is calleg,. After the switching
event, the wire goes into the normal state, due to exceseve heating. To
return the wire to the superconducting state, one needslteghe bias current
considerably. The current at which the wire switches batkésuperconducting

regime is called the “retrapping currernf.

A typical dependence of the sample resistance on temper&tdr) is shown
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in Figure 6a. Figure 6b shows the same data plotted in thdinegr format.
Due to the fact that the wire is connected in series with tive fibm electrodes,
two resistive transitions are observed. To explain the weoge of the two
transitions, we note that the voltage leads are not conddotehe wire itself
(because the wire is very short) but to the electrodes caedé¢c the wire. If the
electrodes are in the normal state, the bias current floviiraugh the electrodes
causes extra voltage, and the measured resistance be@gershan the normal
resistance of the wire. On the other hand;-ad K the electrodes E1 and E2 (see
Figure 6) become superconducting. Thus, below this tenyrershe measured
resistance is entirely due to the nanowire. Such a conelusas confirmed by
independent measurements on thin film electrdéle$he second transition (at
~ 3.5K) is due to the nanowire losing its resistance. In all meassemples
it was found that wires made of MoGe alloy show a lower critieanperature,
compared to films of the same thickness. This reduction afiitieal temperature
may be due to reduction of the screening of the Coulomb repulsetween the
electrons’? We define the normal-state resistance of the \iiiteto be the sample
resistance measured immediately below the temperatut@et the leads become
superconducting, as shown by the arrows in Figure 6.

\oltage-current characteristics, measured at varioupéeatures, of a typical
sample with a single nanowire are shown in Figure 7. The taagews show the
directions of sweeping of the bias current. The switchingent /5w is marked
by the upward arrow. When the bias current is increased toahm\of Iy the
wire switches abruptly to a resistive state, which is, irt,fiee normal state of the
wire, maintained by Joule heatifig.The retrapping current; is marked by the

downward arrow. The transition dk is also abrupt. It is clear from the graph
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Figure 7: A series of voltage versus current cur¥gd) of a typical sample
involving a single MoGe nanowire, measured at various teatpees’! The

switching current/sy and the retrapping curredf; are indicated for the curve
measured dt.28 K. The corresponding temperatures@és K (corresponding to
the highestsw), 04K, 0.6 K,0.8K, 1.0K, 1.2K, 14K, 1.6 K, 1.8K, 2.34K. In

all casesiitis found that as the temperature is increaseatte of/syw decreases.
This sample was made using a fluorinated carbon nanotubenatate molecule.

24



that the switching current is very sensitive to changes mperature. As the
temperature is increased, they decreases significantly. On the contrary, the

is almost independent of temperature, until the tempezatsches a high value
of T' ~ 2K, at which a noticeable decreaseli is found with increasing the

temperature.

5 Little’s Phase Slip as a Mechanism of Supercur-
rent Dissipation

Consider a model: a thin superconducting wire forming a ddsep?® Suppose
the initial state of the system is such that the supercurigeit the loop is such
that0 < Is < Ic, wherelg is the critical current of the wire, i.e., the current that
is sufficient to destroy superconductivity. If fluctuatiosa®e weak, such a state
of the system would persist indefinitely. The analysis bylé3t shows that only
strong fluctuations, viz., those that bring the order patante zero at some spot
along the wire, can cause the supercurrent to decay.

The reason is the following. In a superconducting wike~ ¢/ L, whereL
is the wire length (or the loop length) ardis the difference in the phase of the
complex-valued wavefunction describing the supercondgatondensate. The
phase difference is taken between the ends of the wire, iivibeis connected
to superconducting electrodes. In Little’s model, the viaens a loop, and so
¢ stands for the phase accumulated along the closed pathidiomavith the
the loop itself. As the wavefunction must be single-valubd, phase difference
around a closed loop is always= 27n. Here,n is an integer, which sometimes
is called the “vorticity” of the state and can be regardedhasiumber of core-less

vortices trapped within the loop. (NB: We are assuming hea¢ tfe magnetic
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field is zero everywhere.) The fact is that unless changed the currer§ cannot
change, becaudg = const x ¢ = const. x n. Little’s topological analysis of the
loop model shows that the phase differegagan only change if a strong and rare
fluctuation occurs, such that it brings the amplitude of thmplex wavefunction
describing the condensate (sometimes called supercongtotder parameter”)
to zero at some point on the wire. If this happens, the phaseltange byr
(or integer multiples of it.) One way to understand this isdalize that without a
magnetic field the supercurrent in the loop is proportioonahe number of core-
less vortices: trapped within the loop. To reduce the value of the supeetiiia
vortex must be expelled from the loop. To exit the loop, theead a vortex must
cross the loop at some point. Thus, there is an energy béorieuch process,
which is roughly equal to the energy of the vortex core pos#d somewhere
on the wire that forms the loop. The vortex core is simply anmadr(i.e., non-
superconducting) region of size roughly the supercondgatioherence length
&(T). Atlow temperatures, the free energy of the supercondystiate is lower
than the free energy of the normal state, and the differengieen by the so-called
condensation energy density?/8r. Thus, the energy barrier for such vortex-
crossing procesAF can be estimated VIAF ~ A¢H? /8w, where AC is the
volume of the normal region associated with the normal cosgtjon on the wire,
the cross-sectional area of whichAs The event when a vortex trapped in the the
loop crosses the wire (that makes the loop) and escapesttiyingian example of
the so-called Little phase slip (LPS). The LPS event istithted in Figure 8, from
which itis clear that (a) LPS can only occur if the order pagten(represented by
the radius of the order-parameter spiral) reaches zeredat Instantaneously ),

and (b) LPS cause a change of the phase-differen@e byhich precisely means
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Figure 8: The original Little phase-slip diagr&fThe complex superconducting
order parameter of a thin wire loop is drawn as a function cfitpan along the
loop. “REAL AXIS” and “i AXIS” represent the real and imaginacomponents
of the superconducting order paramet¢r) = |A(z)| exp(i¢(z)). Two possible
configurations are shown, one for an order parameter in theessemble: = 0
(i.e., no vortices trapped in the loop), and the other on®is:f= 1 (i.e., one
vortex present in the loop). Near the point#,(z) makes an excursion around
the origin of the Argand diagram, whilst(x) does not. The transition from the
n = 1 state to the: = 0 state constitutes a phase-slip event. This transition can
be viewed as vortex escape, when the normal core of the vortases the wire.
Hence, the transition between the= 1 and then = 0 states can only occur if
the thermal fluctuation is strong and the order parametehesazero somewhere
along the wire, if only for a short period of time. Reachingaer a necessary
condition, because the normal core of a vortex has zero-pal@meter amplitude
at its center.

that the spiral, representing the order parameter in thamdgliagram, loses one
turn.

The rate of thermally activated phase slips (TAPS),ps, iS governed by
the Arrhenius activation law and can be writtenlas,ps = Q exp(—AF/kgT).
Here () is an effective attempt frequency, which was estimatedoigsly only for
temperatures near the critical temperatttrét low temperatures, when thermal
fluctuations are weak and the associated rate of phase slifmsvj quantum
fluctuations might play a role and allow the vortices trapped loop to escape

by tunneling. Thus the supercurrent would decay due to guarghase slip
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(QPS). The rate of QPS is determined by the quantum actioheo¥drtex core
crossing the wire and can be roughly estimated, followingr@&@no modet? as
Lops = Qoprsexp(—AF/kpTy), whereQgps represent some effective attempt
frequency of the quantum fluctuations of the order paranmaatelitude andl

is a phenomenological parameter (quantum temperaturalimgtihe strength of
guantum fluctuations.

One of the goals of developing the theory of phase slips ig@akbe to predict
the temperature dependence of the resistance of a thin &&(#), such as those
shown in Figure 6. The main hypothesis needed for the cdlonl& that even if
the wire is not forming the loop but, instead, it is connedtesbme external leads,
which are used to inject the current into the wire, the rasise of the wire would
be determined exclusively by the LPS rate (assuming that meksurement is
considered). A detailed theoretical analysis of such sdnavas given by Langer
and Ambegaokdf and by McCumber and Halperfi. The corresponding theory
is called LAMH theory. This theory does not take into accatlmet possibility of
QPS but only treats TAPS.

Here, we list the corresponding formulas. Within the LAMHedhny the re-
sistance is predicted to 0& avn (1) = Rq(hQraps/ksT) exp(—AF(T)/ksT),
wherehi = h/2m, h is Planck’s constant;g is Boltzmann’s constant\F'(T') is
the temperature-dependent barrier for phase slipsane: h/4e* = 6.5 kQ is
the quantum of resistance (in whicke is the charge of the electroff. In the

LAMH model, the attempt frequency is given8y

QLAMH = (1/TGL) (L/f(T))\/ AF(T)/]{BT (1)
Here,7qr, = nh/8kp (T — T') is the so-called Ginzburg-Landau relaxation time.
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LAMH theory is only valid nearT, because it is based on time-dependent
Ginzburg-Landau theory, which has a narrow range of appilica By some es-
timates}’ it can only be applied in a narrow range, sucl @87 < T' < 0.947¢.

Thus, it is desirable to have approximations applicableoatel tempera-
tures. These approximations rely on the Arrhenius factonel which is correct
down to zero temperature, provided that only thermal atitima—but not quan-
tum tunneling—of LPS needs to be accounted for. (Quantumeiumy will be
discussed separately, below.) An approximate formula tier wire resistance
caused by TAPS i$,1,(T) = Ry exp(—AF/kgT). It can be referred to as the
Arrhenius-Little formula (AL) for the reason that the exgmial factor is the
usual thermal-activation law, analogous to the Arrherdug bind the prefactor is
the normal resistance of the wire. One can argue that sutdcpoeis reasonable,
based on the Little’s hypothesis that each phase slip @@ategion of siz&(7")
that simply acts as normal metal and has an electrical aesistof Rxé(T)/ L.
One needs to take into account the fact that each segmer witd does not stay
normal at all times but, rather, becomes normal only in the exent that an LPS
occurs on the segment under consideratiolt should be emphasized th&f v
and Ry, are qualitatively distinct, in the sense that the prefaotaR , includes
the wire’s normal resistance, whereas the prefactd @y is independent of the
normal resistance of the wire. Yet, the role played by théggter is negligible in
all practical cases so that both formulas can be used to fétperimental?(7")
curves. This fact is illustrated in Figure 9, where both g/péfit are shown, and
both exhibit good agreement with the data. Thus, the LAMH Abhdormulas
can be used interchangeably to approximate the experihrestats.

To complete the list of useful formulas, one needs the egmrselating the
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Figure 9: Resistance versus temperature for a narrow supdrctng bridge, the
sample B2 from Ref® This samples was fabricated as is illustrated in Figure 1a,
including metallization with sputtered MoGe, except thegteéad of a nanotube
a SiN bridge was used as a template. Open circles represet thw-bias
transport measurements of the sample resistance. Filteteirepresent the
resistance determined indirectly, viz., by extrapolatigh-bias segments of the
nonlinearV'(I) curves. The solid (red) and the dashed (blue) curves give the
best fits generated by the,;, and R,y formulas, respectively. Both models
show a good agreement with the data. The downturn of the hineecwhich
corresponds to LAMH theory, is an artifact of the theory tisatlated to the fact
that the attempt frequendy; 41,z goes to zero a8 — T¢.
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LPS barrierA F'(T') to the critical current of the wiré.(7'), which is*
AF(T) = V6(h/2e)I(T). )
Another important result is the formula
AF(0) = 0.83kgT. (Rq/R~)(L/£(0)), 3)

which relates the barrier for phase slips to the normaltaste of the wir¢? Close
to Tc; the coherence length can be approximated (@ = £(0)//1 — T/Tc,
where¢(0) is the zero temperature coherence length. There is alsopragsion
for the critical current of the wire, applicable at all temguiires, viz., the Bardeen
formula®

3/2

Io(T) = Ic(0)(1 — (T/Tc)?) (4)

6 Quantum Interferometer with Two Nanowires

In this section we describe how superconducting nanoweesbhe used to build
a quantum interferometer, which is similar but not equirtite usual supercon-
ducting quantum interference devices (SQUIBISYOur device is based on two
nanowires which replace the two Josephson junctions (J&) SQUID. Thus,
we call our device a nanowire-SQUID or N-SQUID. The N-SQU#Xpresented
schematically in Figure 10.

In this example, two DNA molecules are positioned acrossrédrech, and are
coated with superconducting MoGe. The magnetic fielgd applied perpendicu-

larly to the MoGe electrodes (yellow).
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Figure 10: Schematic of a double-nanowire device, or N-SQUémplated by
two DNA molecules. Two strands of DNA are placed across atreziched into
an SiN film deposited on an oxidized Si chip. The MoGe eledsoare shown
yellow. They are connected to each other via the pair of Mo@®wires?!:3°

6.1 Transport Measurements on an N-SQUID

Transport measurements on double-wire devices revealtivegransition, simi-
lar to that found in samples containing single wire. In zeegmetic field B = 0),

the R(T") curve can be fit with the LAMH expressid®y v (1), as shown in Fig-
ure 11a (lower curve). As a magnetic field is applied perpandrly to the film
electrodes, thé?(T") curve is found to broaden and narrow periodically with the
field. An example of a broadened curve is also shown in Figliee 1t is also in
agreement with the LAMH model, generalized to the case whaagnetic filed

is present! The generalization is made by explicitly including in théccdation
the dependence of the barrier for phase slips on the suprcbng wavefunction
phase differencé between the points on the electrodes at which the wires are co
nected. The critical current of the double-wire device camindeled following

the example of a double-Josephson-junctich &s

16(B) = \/ (o1 + I2)? cos? 8(B) + (Iey — Ioo)?sin® §(B), 5)
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Figure 11: (a) Resistance versus temperature curves folséd2i®-4; measured
in zero magnetic field®® = 0) (open circles) and @ = 0.228 mT (solid circles).
The latter field corresponds to a maximum value of the rasigta This samples
was fabricated as is illustrated in Figure 1a. A DNA doubd#>hwas used as a
template. The continuous curves are theoretical fits (seedalculated with the
following fitting parameters for the two wires in this sample; (0) = 639nA,
Ic2(0) = 330nA, Te; = 2.98K, andT, = 2,00 K, with corresponding values
of the coherence lengfi(0) = 23nm andé&,(0) = 30nm. (b) Resistance versus
magnetic field measurements on sample “219-4" at tempest@anging from
1.2Kto 1.9K in 0.1 K increments. The lines are theoretical fits computed using
the same fitting parameters as in (a), with a period of thdlason in magnetic
field set toAB = 0.456 mT.?13°
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where the phase differenge= §(B) will be discussed in detail, below. The
corresponding barrier for phase slips (which defines theevaf the resistance) is
given by Eg. 2. The observed periodic broadening and nangwi the resistive
transition is due to the dependence of the LPS barrier ongltediependent phase
9, as given by Eq. 5. The latter expression shows that thegbefithe oscillation is
Ad = . Itis half of the usual perio@r, because the two wires of the N-SQUID
are connected to two electrodes, each of which imposes & piiifsrence) on
the pair of wires. Thus, the resulting effective phase diffee, which controls
the current circulating in the loop formed by the wires and #lectrodes, is
doubled (i.e. it is20 for the considered device configuration). The observed,
highly pronounced, reproducible oscillations of the regise with magnetic field
(Figure 11b) are due to the periodic broadening and narguwfithe ?(7") curves.
For higher temperatures, the resistance oscillationsvicdl cosine law. The period
of the oscillations was found to be temperature-independeall samples tested,
in agreement with the modét.>!

These observations raise a question of whether there iditafjua difference
between the observed oscillations and Little-Parks @gmlhs, long known to
occur in hollow, thin-walled, superconducting cylindetigrped with magnetic
field3! The most notable aspect of oscillations in our double-namodevices
is the value of the period\B. It turns out thatAB is muchsmaller than one
would expect on the basis of the superconducting flux quardwided by the
area of the closed loop formed by two wires and the electrtmledich they are
connected (this area b in our notation, as shown in Figure 10). For example,
for sample “219-4” we estimate the period of the Little-Padscillation to be

ABprp = ¢¢/2ab ~ 25 mT, with dimension®a = 595 nm andb = 137 nm. The

34



value of the period found experimentally 485, = 0.46mT. Thus, the the
experiment shows a period that is more than fifty times smétian expected.
Therefore, we conclude that the observed oscillation isawoottrolled by the
geometrical area of the closed loop defined by the nanowiréshee edges of the
leads. Instead, we find that in the low magnetic-field reginee, (vhen no vortices
are present in the leads), the period is controlleddgivided by a new quantity,
4al, which is the product of the width of the electrodes and theriwire spacing
2a. Here, the width of the electrodes is denofdand it equals 2060 nm for
sample “219-4”

Our model predicts the following expression for the periddhe resistance
oscillation A Byyeory = (72/8G) (¢o/4al) ~ 0.38 mT, (here,G = 0.916... is the
Catalan number). The prediction is close to the experimersthie. Testing
additional samples showed even better agreement. Narhnedg additional sam-
ples were measured and the experimental values of the pegoel as follows:
ABey, = 0.947;0.077;0.049mT. The corresponding values predicted by the the-
ory areA Bipeory = 0.929;0.078; 0.047mT. The agreement is excellent, exceptin
one sample, “219-47 in which case itis just good. This srgjgnificant deviation
from the predicted value is explained by the fact that on@@#&lectrodes of sam-
ple “219-4” had a marker patterned a few micron away far from nanowires.
The presence of the marker perturbed the distribution o§tipeercurrent and led
to a deviation ofé(B) from the model, which assumes that the electrodes are
uniform. All other samples were fabricated such that markeere outside the
regions occupied by superconducting electrodes. It shalslol be emphasized
that a general assumption of the model was that |.

To develop the model we take into account the following fac{d) The
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leads of the double-wire device are mesoscopic—i.e., tmeynarrower than
the perpendicular magnetic penetration depth & 70 ym)—and therefore the
magnetic field penetrates the leads with negligible attemoia (2) Because the
resistance is caused by thermal phase fluctuations (i.8), lufPvery narrow wires
the oscillations can be observable over a wide range of teatpes ¢ 1K).
(3) The Little-Parks (LP) resistance oscillation is in factirect consequence
of the critical-temperature oscillation with magnetic diel The physics reason
for the LP oscillation is that the velocity of the supercoctilig condensate,
and therefore its free energy, are sensitive to the (cootigsly tunable) vector
potential and on the (discrete) vorticity, which competée Dscillation occurs
as the vorticity changes to minimize the energy. The LP éffan be visualized
as a rigid periodic shift of the?(T") curve, with magnetic field, as the critical
temperature oscillates. In contrast, in the double-witerferometer we find a
much more substantial contribution to the resistance laticihs coming from
the modulation of the barrier heights for phase slips, whschanifested in a
periodic broadening and narrowing of tih&7") curve, and not just a shift as in
the LP oscillation case. This difference (broadening \@shift) is qualitatively
explained by the fact that in the device in question the tzdmh is due to the effect
of the magnetic field and associated vector-potential omthHluctuations viz.,
on the LPS rate, whilst in the LP effect the oscillation is seamdield effect, not
related to fluctuations at all. Quite generally, the ostidla can be described as
R(T,B) = Rnexp (—AF(T, B)/kgT). The essential ingredients in our model
are (i) the leads, in which the applied magnetic field induwgsercurrents and,
due to this, gradients in the phase of the order paramet@(jixthe pair of wires,

whose behavior is controlled by the phase difference inghtisethe leads. We
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assume that the phase difference in the leads is not inflddnceanowires. The
reasonableness of this assumption is justified by a very ggogement between

the theory and the experiment.

6.2 Deriving the Electrode-Imposed Phase Difference Between
the Wires

Now we present a simplified derivation of the dependenceeptiase-difference
on the magnetic field,i.ed,= 6(B). Foramore thorough treatment of the problem,
see Ref! Here, we solve the problem in the coordinate system indiciaté¢he
Figure 10, with corresponding unit-length basis vectgrg, andz. Consider an
infinitely long, thin-film, superconducting strip of widti, such that << ;.
Assume that a uniform and perpendicular magnetic fieids applied. The field
is regarded as being sufficiently weak that no vortices aesent in the strip.
The vector-potential, which we take to be of the forn= Byz, is always in
the plane of the strip, witbl = 0 along the center of the strip. Thus, the two-
dimensional current density, for an infinite strip, is givan j(m,y) = J.z =
—t; A(z,y) /1o N = —(t; By /o \2)&, wheret is the film thickness andl is the
bulk magnetic penetration depth Therefore, the magnitude dfat the edges of
the electrodes that lie parallel fois ¢;BI/uy A*. In our N-SQUID device, the
length of the two electrodes is much greater than their widthus, the above
estimate for the current-density near the long edges iscgijpe. Nevertheless,
the important fact is that our electrodes are not infiniteeytkend at the point
where the wires start.

Due to the supercurrent conservation principle at low tewatpees, the edge

current flowing near one of the edges parallet tmust sweep around at the short
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edges of the electrodes (i.e. the edges parallg) &nd, in so doing, must flow
in the y direction as it passes the connection points of the wiresin@wo the
finite length of the leads, our choice of gauge is not of thedamtype, given
that the vector potential is perpendicular to the short sadgéhe leads. Thus, the
supercurrent along the short edges is determined by theaoenpof the gradient
of the phasev ¢ that points along) direction. The expression for the current is
j(am y) = J, = (t; ¢o/2mpo N*)(V, ¢)g. If we now assume that, due to current
conservation, we havé, = J, then we may conclude thaf,¢ = (27/¢,)BI.
Correspondingly, the phase difference between the endsokites, which are
separated by a distanee, is§(B) = V, ¢2a = (27/¢g)2alB.

No we explain how the resistance oscillation perid# is calculated for the
N-SQUID. First, we note that the phase accumulated arouadabp formed
by the wires and the electrodesAshi o, = Ady1 + Apy2 + 20(B), where the
quantitiesA¢,,; and A¢- correspond to the phase drops on the first and the
second wires. The phase difference introduced by the ettty (B), appears in
this expression with a fact@; due to the fact that each of the electrodes generates

the phase differencé

6.3 Resistance Oscillation Period

To calculate the period of the resistance oscillation weltebat the process
considered here is a fluctuation process, involving mdtgilase slips occurring
on each wire, stochastically, at a frequency much higher thin data-acquisition
frequency. The measured resistance of the device is propalto the number of
LPS crossing both wires per second. Each phase slip in a&swvigg corresponds

to the entrance of a vortex into the loop, with the correspanghase jump being
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Adroop — APioop + 2 (OF Adoop — Adroop — 2 if it is an anti-vortex that
enters the loop). Then, the vortex leaves the loop by crgghie second wire,
thus accomplishing the elementary dissipative event.

To facilitate further discussion we introduce the follogginomenclature: a
state of the system with vortices present in the loop s an integer number) and
a phase difference imposed between the wires by the ledlls will be denoted
In,20). Note that the number of vortices is defined naturally.as Agyqop/27.
For example, if the external field is zero and the number ofices in the loop
is zero then the state would @& 0). A state|1, 27) would represent a situation
in which there is one vortex in the loop and the external fieigpases a phase
shift of = between the pair of points on each electrode at which thesvare
connected to the electrodes. Now let us compare two statde &fystem, viz.,
|0,0) and|1, 27). Both of them are equilibrium states, as each of them corregpo
to zero supercurrent flowing through the wires, and thus toegespond to zero
kinetic energy of the condensate in the nanowires. To sse thmember that
by definition Agy1 + Adwe = Adiep — 20(B). If the wires are identical then
the phase drop along each wire is the same. If the phase dvog ehch wire
is Agy, then we havelgy,; = A¢ye = Ay, and S0AGy, = Aieep/2 — §(B).
For both states under consideration, we obt&if}, = 0. In the first case|0, 0),
this is true because the phase-gradient introduced by #us ls zero and also
the supercurrent from vortices trapped in the loop is zesdl{are are no trapped
vortices). Here, we note that we are assuming that the biasrduflowing from
one electrode to the other is negligibly small. In the secmas|1, 27), the phase
difference introduced by the electrode2is = 27, whilst the phase-difference

due to a single trapped vortex is aldo. Therefore, the corresponding pair of
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phase gradients cancel one another. The states of thétypeor |1, 27r) or, more
generally, of the typén, 27n)) are not frustrated, because they correspond to zero
supercurrent in the wires and, therefore, to the lowestipleskinetic energy of
the condensate in the wires. Note that these non-frustsiteds are the most
stable against fluctuations; they therefore corresponthinéowest rate of phase
slips and, hence, the the lowest ohmic resistance. Thusge¢hsit theR(B)
curve should be periodic, with the lowest resistances bauhgeved aRd = 27n.
Consequently, the estimated period of th@3) oscillations isAB = ¢q/4al. The
precise expression, obtained by solving the Laplace emuati the leads, gives
a very similar result, Viz.A Bpeory = (72/8G)(¢o/4al). Put simply, the period
defines the “distance” (in terms of the magnetic field) betwdee neighboring
non-frustrated states. Note that states of the pyp2rz) with « being non-integral
are frustrated, in the sense that no choice of the numbermrti€gs in the loop can
give zero supercurrent in the wires. These frustratedsstateless stable, undergo
more phase slips (because the supercurrent flowing thrdwegites suppresses
the barrier for phase slips), and exhibit higher electriealistance. This model
guantitative explains the observed values of the osaltgtieriod and qualitatively
explains the observed oscillation in ti& B) curves of Figure 11. The exact fits

to the R(B) curves have been computed by a more detailed theoretidghkista

6.4 Critical Switching and Retrapping Currents in N-SQUIDS

Examples ofi/(I) curves for a sample with one wire are shown in Figure 7. The
V'(I) curves for double-wire samples have the same shape. At tewgreratures,
theV (1) curves are hysteretic, and a jump-wise transition betweelotv-voltage

state and the Joule-heated normal state (JNS) is obsengeduatent known as
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the switching currenfsyw. The switching current is somewhat smaller than the
depairing current of the wire, due to the effect of premaswéching, initiated
either by thermal or quantum fluctuatio¥’sA detailed discussion of the difference
between the depairing current and the sitching currentbegilgiven below, in the
“Evidence for macroscopic quantum tunneling” section. Téteapping current
Iy is the current at which the wire switches from the normalestsck to the
superconducting state. Roughly speakifg,is the current at which the Joule-
heating power is no longer sufficient to keep the temperatitiee wire above its
current-reduced critical value. Experiments shbthat I is weakly dependent
onT, whilst Isyw shows a strong temperature dependence. Also, the vallyg,of
exhibits a significant fluctuatior~( 50 nA) from one measurement to the next,
whereas the retrapping current is always the same, to witieprecision of the
measurement, which is typically 0.5nA. These differences betwedg,y and
Iy are due to the fact that the switching from the supercondgdtiate to the JNS
is effectively governed by the dynamics of a small number e&kly interacting
degrees of freedom (owing to the presence of strong supeucting correlations),
and thus is subject to strong thermal (or quantum) fluctaatid®On the contrary,
the switching from the normal state to the superconductagyme is governed
by a macroscopic number of degrees of freedom, essentiathgsponding to
individual normal electrons in the wire. Correspondinghe fluctuations are not
detectable in the experiment, due to mutual averaging astdahg many degrees
of freedom.

In a double-wire device, as the magnetic field is swigpt shows periodic os-
cillations, whilst the retrapping current is field-indedent. This factis illustrated

in Figure 12. In this figure, the orange region correspondbecsuperconduct-
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Figure 12: Dependence of the switching and retrapping ntgren the magnetic
field 3°

ing regime of the N-SQUID (with the voltage being below thesedloor of the
setup), whilst the gray area on the right and the dark arebeleft represent the
normal state (i.e., the JINS). The switching-current bedrasirepresented by the
borderline between the orange and gray regions. This bordefsw (B), exhibits
periodic oscillations with magnetic field, with a period afjto the period of the
R(B) curve. The shape of thiw (B) curve is not sinusoidal, indicating that the
current-phase relation (CPR) of the nanowire is not sinugotbss is different
from the case of Josephson junctions, which have an eslhgstiausoidal CPR.
The boundary between the dark and the orange region, olosatveegative bias
current (see Figure 12), represeft$3) and appears to be a straight line. This
absence of any field dependence proves that the darker lisgmateed completely
normal, and does not correspond to phase-slip-center lmehathich is what is
more typically observed in thin superconducting wires ghiiias current? The

occurrence of the normal state might be due to the fact teavites are suspended,
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and thus the heat generated by a phase slip center can ezeithb wire to above

its critical temperature, leading to the realization of enptetely normal state.

7 Evidence for Macroscopic Quantum Tunneling

Quantum behavior involving macroscopic degrees of freedaom, physical vari-
ables describing large ensembles of particles—represastef the most exciting
fields of modern physics. A simple example of a macroscopjcateof freedom is
the position of the center of mass of a large object, say,ar®lecule>? Initiated

by Leggett more than 25 years atfaesearch on macroscopic quantum tunneling
(MQT) has undergone widespread development. Importatihgstfor realiz-
ing MQT phenomena include such diverse systems as supercondnsulator-
superconductor (SIS) Josephson junctidhsnd magnetic nanoparticlé%.

The recognition of the advantages of quantum comptités motivated the
search for viable implementations of quantum bits, or quisieveral of which em-
ploy MQT in superconducting systerrfsinterestingly, it has also been proposed
that superconducting nanowires, if MQT occurs in them, dgubvide a possible
setting for realizing novel qubits with improved decohe®properties?

Also, substantial evidence has accumulated to indicateMT can occur in
thin metallic wires of rather homogeneous cross secticaRe#° and references
therein). In nanowires, the MQT phenomenon is referred tpastum phase slips
(QPS). The occurrence of QPS implies that the wire is neur$uperconducting:
its resistance does not approach zero even when the temmgeddes. Thus,
evidence for QPS is usually sought via the observation ofre&im resistance at

temperatures much lower than the critical temperatureeWtne. Typically, one
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concludes that QPS are presenkifT’) is flat at low temperatures, or 8 drops
with cooling slower than what might be expected from thertadractivation law

R ~ exp(—AF/kgT). On the other hand, owshortwires made of MoGe did
show strong evidence in favor of the existence of a true supeiucting regimé$

i.e., a regime without QPS, in which ~ exp(—AF/kgT). Note that atl” > 0,

the resistance is greater than zero in any model, as somehgP@dl activation

is inevitable unles§” = 0. The question that is not completely clear is whether
or not signatures of MQT can be observedshiort MoGe wires. (Empirically,
“short” is defined as being shorter than250 nm.)

The possibility of MQT in superconducting junctions havingulating barriers
has been clearly demonstrated experimentally (seé®Rafd references therein).
This was achieved by exposing the samples to microwavetiawaljand observing
the discrete nature of the allowed energy states of thesaihdvice, as one expects
for a quantum system. More precisely, the microwaves wele tabexcite the
system from the ground state to the next level, but only iflével spacing was
equal to the energy of the photons of the applied radiatidrusTit was possible
to study the discrete energy states. Excitation of the systas detected through
the premature switching (due to MQT) of the device from theesaonducting to
the normal state.

Recent experiments by Sahu e#&lgive new evidence for MQT in homoge-
neous superconducting wires. This evidence for MQT is akthby analyzing
switching events, which occur at high bias currents, clogké depairing current.
Below, we shall show how a detailed analysis of the statisfittee superconductor-
to-normal switching currents can provide an affirmativevarso the question of

whether or not QPS can occur in nanowires. The main pointgefraent is that at
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Figure 13: The upper curve (blue) shows the result of repeatétching current
measurements as the temperature is varied. Itillustia¢gadrease in fluctuations
of Isw, as the temperature is lowered. The lower curve (red) repteshe
measuredy values, which show no fluctuations beyond the instrumerdeden
of the setup. In other words, the width of the lower curve pies a high-limit
estimate of the current noise of the setlip.

low temperaturesi( ~ 300 mK) the fluctuations of the value of thgy are much
larger than the value expected on the basis of thermal fltiohsa and can be di-
rectly linked to QPS, which are a manifestation of quanturctfiations. Thus, it
is found that, although short MoGe wires do not exhibit QPISwtbias-currents,

signatures of QPS do appear at high bias-currents near gagrig current, via

the statistics of the premature switching evefits.

7.1 Strong Fluctuations of the Value of the Switching Current

The switching current plotted in Figure 13 shows very proread fluctuations,

much stronger than the instrumental noise. The valudspfand Iz have been
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Figure 14: Switching current distributions for sample Sheistributions are
presented for 21 different temperatures in the range betWee 0.3 K (right-
most) andl’ = 2.3 K (left-most), with a step size dk7" = 0.1 K. The parameters
of the sample were the length = 110nm and the normal resistandey =
2.67k). To get the distribution at each temperature the currentsmapt10*
times, starting from zero up to a high value, above the switclcurrent. The
exact value of the current at which the switching events meduvas recorded for
each of thel0* sweeps. The histogram is plotted by choosing the bin sizeto b
AT = 3nA. The vertical axis can be expressedasnt = (10*) (P(Isw)) (AI),
where10* is the number of measurements afRflsw ) is the probability density

for the device to switch to the normal state when the biasectifnas the value

28,41
Isw.
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measured many times and plotted versus temperature. Ther appre (blue)
shows that the amplitude of the fluctuations becomes lagdreatemperature is
reduced. To characterize the fluctuationsggf quantitatively, the temperature
was fixed and thé (I) curve was measured ten thousand times. For &gch
curve, the value ofsy value was determined by finding the current at which the
voltage exceeded the noise floer (10 V) by about one order of magnitude.
As the voltage jump at the switching current is very strortg tesults were
independent on the precise choice of the threshold voltélge results of such an
analysis, for various temperatures, are shown in Figurd hére, we can see that,
as we increase the valueDf(in the intervalD.3 K < T' < 2.3 K), the distributions

of the switching currents become narrower (and correspgytaller, as the area,
which represents the total number of measurements, is the 8ar all curves).
The vertical axis of Figure 14, marked “Count; can be exprdsas Count=

10%x P(Isw) * AP, wherel0* is the number of measurements at each temperature,
P(Isw) is the probability density for the measured value of the cwiitg current

to beIsw, andAP is the bin size chosen for plotting the distributions. Fegub

shows how the effective width of the distribution (i.e., Htendard deviation of the

measured set of switching currents= \/Z?zl(fsw — Isw)?/(n — 1)) varies

as a function of temperature for samples S1 to S5. These samgle fabricated
as is illustrated in Figure 1la. The only difference betwew®mt is that S5 is
made thicker and it has a larger critical current (the vahfe®e critical current
are given in the caption to Figure 15). In this definitidgy; ; represents the0*

measured data points for the switching current, whidst is the corresponding
mean value. We find that (1) the standard deviation (i.e.fltlituation strength)

increases with decreasing temperature, and (2) the sammglasg larger critical

a7



N oW B
e .2 . °

Std. Dev. , o(nA)
>

o

Figure 15: Temperature dependence of the standard deviatithe switching
current distribution, plotted versus temperature, for fiffeerent sampleé! The
measurements for samples S1 and S2 were repeated more ttegriroarder to
verify their reproducibility. The corresponding valuesthé critical depairing
current for samples S1to S5 akg(0) = 2.92,1.72,1.68,1.10, and 6.16 uA. The
values of the critical current are obtained via a fitting j@are explained in the
text 2841

currents are characterized by larger values.of

It should be emphasized that the observed broadening ofgtréodtions with
cooling is, in general, unexpected, as thermal fluctuatipnssumably causing
the fluctuations in thdgy values, would become weaker with cooling. Note that
measurements on SIS Josephson junctions do indeed shosug@ista trend: the

fluctuations became weaker with coolifftf?

7.2 Extracting Switching Rates

Further understanding of the statistics of the switchingnés can be achieved by

applying the analysis of Fulton and Dunkleberger (EDFirst, we note that the
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values ofo introduced above, as well as the exact shape offttl ) curves
(Figure 14), are not universal. They depend on the bias musweeping rate
dI /dt chosen during the measurements of the switching eventsgdimeral rule
is this: The faster the sweeping rate, the smaller the éiffee betweer;;y and the
depairing current of the wiré = I(7). Inthe limitd//dt — oo, the premature
switching does not have time to happen, and the distribdtioction becomes
a Diracé-function centered ak.(7), viz., P(Isw) = d(Ic(T) — Isw), and also
o = 0. The depairing current is the current at which the supergotndty breaks
down with certainty because the superconducting stateefresgy becomes larger
than the free energy of the normal state. Therefbd,) = 0 for I > I(T).

The FD analysis allows one to convert the sweep-rate-deg mtistribution
function P(Isw) into the sweep-rate-independent switching rate fundfi@n 7).

The analysis is based on the relation

P(1)dI =T(I)(dI/dt)""dI (1 - /I O P(I’)dl’) , (6)

where P(I)dI is the probability that the device switches to the normatesia
the interval between bias currentsind I + dI, (dI/dT)~'dI is the duration of
time during which the bias current belongs to the intervaveen’ andl + dI,
['(I) is the switching rate (i.e., the average number of switclenents that the
system would undergo if the bias current would be fixed)aand the expression
(1 - fUI P(I’)dl’) = IIC P(I")dI' gives the probability that the current is swept
from zero tol without switching.

In general, the sweeping rate can be a function of the valtieeaturrent. For

example, if the bias current has a sinusoidal time depemdEnE = 1, sin(wt)

then the sweeping rate is given By /dt = [,w cos(wt) = Lw+/ (1 — (I/1,)?,
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wherel, is the amplitude of the bias current, which must satsfy> (7). In
the experiment? a triangular sweeping function was used, suchihat 2.75 uA
anddl /dt = 125.5 pA/s.

As, in practice, the histogram is expressed in digital fdrrtize expression
for the switching rate needs to be expressed in terms of fauites rather than
integrals. Let the current axis be split into bins of sixé and the corresponding
current values be numberéd= I — kAI, where the integer bin numbkobeys
0 < k < N, with the highest bin numbe¥ defined viaN = I/Al. This type
of definition implies that bin number zero correspondg te I and the higher
numbers correspond to lower currents. Then the switchitegaan be expressed

as®!

=Y [ Zi, P)
I =TD(1) = = (1/AD)] <2§;&P<m> ()

7.3 Correspondence Between Switching Events and Phase Slips

The results of the FD-type analysis are shown in Figure l1@Gforeasurement
done at a low temperature, viz., @ = 300mK. The open circles represent
the dependence of the switching rate on temperature, ancbtiteiuous curves
represent different models. The best fit is provided by th& @®del, whilst the
models involving only thermal fluctuations and neglectinggtum fluctuations
(to be called TAPS models, the abbreviation standing foerftially activated
phase slips”) do not agree with the data at all.

In order to obtain the fits of Figure 16 we have to make an assamabout the
relationship between single phase slips (whether theyraativated or quantum)
and the switching events observed in the experiment. Thpleghassumption is

that a single phase slip corresponds to every switchingtetsrder such hypoth-
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Figure 16: The experimental switching rate (open circles)the calculated QPS
rate (solid blue line) are shown fa@r = 0.3 K for the sample S1. The observed
agreement is very good. Various estimates of the TAPS ratesing different
attempt frequency expressions are also shown by solid redngand gray lines.
For all estimates of the TAPS rate, the experimental valteaideasti0'” orders
of magnitude higher than the calculated thermal rate. Hetheedata can not be
explained by considering thermal fluctuation alone, evehdfuncertainty in the
attempt frequency is taken into accodht!
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esis, as the current is increased the wire initially remé&itlg superconducting
(i.e., it shows zero voltage even though the current is graagn zero) until a
single TAPS or QPS occurs. As soon as a single phase slip heppdissipates
the kinetic energy of the supercurrent in the wire as heag. idat dissipated as a
result of a single LPS i&AE ps = hI/2e. Note that the released heat is propor-
tional to the bias current. A detailed analysis of the hepéfiect in suspended
wires, due to Shah et af2 shows that if the temperature is sufficiently low (and
T = 300mK was sufficiently low for our samples), the dissipated eneidy

is sufficient to increase the temperature of the wire abaeltrent-dependent
critical temperaturd¢ (/). To understand why at low temperatures a single LPS
is sufficient to increase the temperature of the wire aldgug) while at higher
temperatures a single LPS is not sufficient we first remindfdloethat LPS are
less frequent at low temperatures for a given value of thethd8er. Thus, as the
current is slowly increased, the wire stays LPS-free uhél¢urrent is very near
the depairing current. Therefore, the first phase slip acalrenA £y pgs is high
andT7(7) is low. That is why one LPS is sufficient to overheat the wiréoat
temperatures, whereas it is not sufficient at higher tentpess, since at higher
temperatures the LPS start to occur with an appreciableiémecy even at low
bias current a whictl'; ps = h1/2e is not sufficient to overheat the wire. If this
happens, the wire becomes normal, at least for a short tini@ tle dissipated
heat has enough time to flow away from the nanowire. (Thicslji takes some
nanoseconds.) As the current through the wires set by an external current
source, the current keeps flowing even if an LPS makes it teamipononsuper-
conducting. The additional Joule heating generated dubeatirrent passing

through a nonsuperconducting region of the wire leads théuyrapid growth of
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the temperature, which eventually leads to the observatiteting event. Thus,
the statistics of the switching events is in one-to-one espondence with the
statistics of phase slips. In order to explain these stachfaatures quantitatively,

we review below the formulas describing the rates of QPS #RIST

7.4 Rates of Phase Slips

The rate of TAPS is given by the Arrhenius-type expresSion

Craps = (Qraps/27) exp(—AF/kgT). (8)
By analogy, the rate of quantum phase slips can be estimated as

Faps = (Qqps/2m) exp(=AF/kpTq), (9)

which was justified by Giordarte and Lau et af* Here, Ty, is an effective
temperature characterizing the strength of quantum fltions® If the device
under consideration contains a superconducting wire thies two macroscopic
electrodes (as is the case in the experiments discusses Brdigress Report), the
kinetic inductance of the wire is given ByLx = (L/&(T))h/3v/3elc, and the
electrical capacitance between the electrodégjghen the quantum temperature
can be roughly estimated @5 = (i/kg)/v/ Lk Ck.

To analyze data at temperatures well beléw we estimate the barrier for
phase slips by combining Egs. (2,3,4). The result is a foanthét is valid, to a

good approximation, over a wide temperature range:

3/2

AF(T) = (V6(h/2¢))0.83kpT(Rq/Rx)(L/£(0)) (1 — (T/Tc)?) (10)

In order to make fits to the experimentally obtained switglristes, one needs to

know how the barrier for the LPS changes with the bias curf&imé corresponding
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formula i3

AF(I,T) = AF(0,T) (1 — 1/Io(T))**, (11)

where AF(0,T) is the barrier energy to phase slip at zero current and a given
temperature. It is worth noting that the corresponding esgion for the more
thoroughly studied case of a Josephson junction has the ame® but an
exponent of 3/2 instead of 5/4. Qualitatively, the two camesvery similaf®

The attempt frequency for the QPS can be plausibly estinfededthe LAMH
attempt frequency, Eq. (1), by replacing the thermal enéggdly by an effective
quantum energy. In Reféthe choice was made to make the following replacement
in the LAMH expression for the attempt frequencyXF'/kgT — AF/kgTy.
There is norigorous justification for such replacement. Butunately, the choice
of the attempt frequency is not important, as the expredsiotie switching rate
is always dominated by the exponential factor, as we shatludis below. The

QPS attempt frequency thus becomes:

Qaps = (8kn(To — T)/xh) (L/E(T)\[TAF(T) keTo.  (12)

The QPS switching rate computed using Egs. (9,10,11,12dfted in Figure 16
versus the bias current (see the blue curve, marked #1). flihg parameters used
areTq = 0.85K, Te = 3.87K, and{(0) = 5nm. The parameters known from
independent measurements are the normal resistance asatipée length, viz.,

Ry = 2.67kQ2 andL = 110nm. The calculated rate is in a good agreement with
the data. Thus, the hypothesis that QPS control the obsstred fluctuations of
the switching current finds significant justification. Addlital justification comes
from the fact thaf/, was observed to become greater in wires of larger diameter,

which have higher critical current8. If the observed strong fluctuations by
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were due to some trivial reason, such as an excess electnet@goise in the
setup leads, or granularity in the wires, then one would exfgesee a smaller
Tq in thicker wires. This is because thicker wires would, preably, be less
susceptible to problems such as electromagnetic noiseaautgrity of the wire.

In reality, largerTy, values were found in thicker wirés.
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Figure 17: (a) Switching rates from the superconductingesta the resistive
state for bath temperatures betw@ehK (left most) and).7 K (right most). (For
the sake of clarity, not all the measured curves are showae.)héihe data is
shown for all temperatures betwe3 K and1.1 K with AT = 0.1K as well

as forT = 09K and7T = 0.7K (sample S1). The symbols are experimental
data and the lines (with corresponding colors) are fits tootlerheating model,
incorporating stochastic TAPS-only eveft$? The fits agree well with the data
down toT" = 1.3 K, which is indicated by an arrow. (b) Fits to the same data
(all temperatures are shown here) with the stochastic eatirlg model but now
incorporating both TAPS and QPS rates. The boundary forittggesphase-slip-
switching regime is indicated by the black diamond symbodginected by line
segments, for four temperatures. The single-phase-sligling regime occurs
to the right of the line connecting the diamorfds.

On the other hand, curves 2, 3 and 4 (see Figure 16) all regrdse TAPS
model, given by Eq. 8. The reason we show three curves is nhigtis model

the attempt frequency is not well established, except vesr fic.*” In the
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case of curve #2, LAMH theory was followed and the assumptias made
that Qraps = Qramu (See Eg. 1). Curve #3 (green) is plotted using a modified
attempt frequency. The new expression is obtained by using Bnd making the
replacement /7¢1, — w,, wherew, = /2¢Ic(T)/hCy is the so-called plasma
frequency of a Josephson junction. Curve #4 (gray) is agamirdd using Eq. 1
but now making the replacemenfrq;, — wy, Wherew,, = 1/v/LxCg is the
analog of the plasma frequency for a system having a nanofpparently, none
of the TAPS expressions tested can fit the data. Also it ig thed the exponential
factor dominates over the pre-exponential attempt frequelm other words, any
tested choice of the attempt frequency gives almost the sesudt: the curves 2,
3 and 4 are very close to one another. This gives evidenceahatith TAPS, the
choice of the attempt frequency for QPS is not essential @ed mot be known
precisely.

Finally, a general model was developed, which takes intoaticboth TAPS
and QPS. The model also takes into account the fact that la¢higmperatures a
single LPS is not sufficient to cause a switching evé&it. On the contrary, the
model predicts that, at higher temperatures, many phgse rslist occur almost
simultaneously in order to overheat the wire and switchtit the INS®62 This
conclusion is directly confirmed by the fact that thg/) curves measured at
higher temperatures (i.e., closeTig) show nonzero voltages before the switch to
the JNS occurs. For example, on sample S1 such a pre-svgttinitage tail”
was observed down t6 ~ 2.5K.?® This fact confirms that LPS occur before
the switch. The results of the general model, in comparisatié experiment,
are shown in (Figure 17). In Figure 17a the experimentalchwig rate was

compared to a partial model, which includes only TAPS. Iliémcthat the model
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of overheating with TAPS works well at higher temperatubes fails to describe
data belowl" ~ 1 K. Thus, one needs to bring QPS into consideration. The fitting
curves in Figure 17b are computed by including both the TARB@PS switching
rates. Inthis case, good agreement is observed over the ewtiperature interval,
downtoT = 0.3 K. Thus, itis clear that the phenomenon of macroscopic quantu
tunneling must be included in the model in order to obtairsoeable agreement
with the data. We also note that the general overheating Kfogevides a
natural explanation of the observed growth, as the tempera reduced, in the
fluctuations oflsy (see Figure 15). The explanation is that a smaller and smalle
number of LPS is required to overheat the wire as the temyreras reduced.

Thus, the stochastic nature of the switching process besomeee pronounced.

8 Summary

In this Progress Report we have covered four main topicshélitolecular tem-
plating technique for making nanowires, (2) the transpoopprties of molecule-
templated superconducting nanowires, (3) the fabricatmmhproperties of double-
wire SQUID devices, and (4) evidence for the occurrence afroscopic quantum
tunneling in nanowires at high values of the supercurrent.

The best molecules for fabricating nanowires turn out to berithated single-
walled carbon nanotubes. DNA has the disadvantage of bessgigid, compared
to carbon nanotubes. Also, nanowires made with DNA tend sobgewhat larger
in diameter, possibly because the DNA molecule has a laigerater after being
suspended and dried, due to the difficulty of removing altaomnation surround-

ing the molecule. The potential advantage of DNA molecw@ssociated with their

57



ability to self-assemble into complex constructs havirgrgesigned geometries,
has not, to date, been realized and employed for the falanicat superconducting
networks. This possibility remains for future research mieoule-templated de-
vices. The idea would be to design and synthesize DNA masailwell-defined
sequences of base pairs, and to then allow these molecuedft@ssemble into
a network having a desired structural configuration. It igeted that such net-
works can be formed in a suspended state, and then coatedwpiénconducting
metal or alloy. Thus, a network of ultra-thing superconthgtwires would be
obtained. Such superconducting wire networks could be fasédformation pro-
cessing, where the information bits are represented bgrdifit values of quantized
supercoducting currents circulating around the cells efrtbtwork.

Transport measurements on thin superconducting wiresowedithe expected
absence of a thermodynamic normal-to-superconductoreptraasition. This
absence is explicitly manifested by the fact the the restg®#taemains greater than
zero at any nonzero temperature (although it does becomiéesnvéh cooling,
and can fall below the sensitivity of the experimental sgtuphe resistance is
governed by the Arrhenius law of thermal activation, thergndarrier of which
is determined by the free energy required to convert a segaighe wire from
the superconducting to the normal state.

By connecting two wires in parallel we were able to observevaveaiant of
guantum interference, which has an analogy with the famousld-slit experi-
ment of guantum mechanics. In the present case, the phéeedde between two
interfering paths is induced by the Meissner screeningeaisithat circulate in the
electrodes, when the electrodes are pierced by an exteawaletic field. These

novel nanowire-SQUIDS can be used to measure local madiedtls, as well as
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to control critical currents in superconducting devices thvolve nanowires.

Proving that MQT does indeed occur in thin superconductinggswvis a
formidable task. The difficulties arise because other factan be easily mis-
taken for MQT. Our approach for showing the existence of M@based on a
trigger effect that is related to the Joule-overheatindhefwires. When a single
phase-slip occurs, the temperature of the wire jumps, bimidcthe wire to the
normal state. Such switching events are easy to detectninast with individual
phase slips. The proof of the existence of MQT is based on bservations
() that the fluctuations of the switching current are muaigéa than would be
expected on the basis of thermal fluctuations at a given teatyre, and (ii) that
the observed fluctuations are larger in wires that have langgcal currents.

In the future, we plan to continue studies of MQT effects in thire devices.
The next step will be to employ an environmental dissipabiath, possibly rep-
resented by a normal resistor, in order to control the rat®@R8, following the

general ideas set forth by Leggett.
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Figure 20: The Table of Contents Entry: Two DNA molecules daegd across
a trench etched into a SiN-coated substrate. The DNA masatily, and after
the drying they are found to be suspended between the bartke tfench and
perfectly straight. Such suspended DNA molecules are stdgjéo metal coating
by sputtering. The metallization is done by sputter-depmsof a few nanometer
film of an amorphous alloy of MoGe, which is superconductinghus each
suspended DNA is transformed into a superconducting naeweith a DNA
molecule at its core. The DNA molecule play a role of a meateriemplate. It
is demonstrated that such nanowires can be used to make neafigld-sensitive
guantum interferometers as well as samples that can be aisaatly the effect of
macroscopic quantum tunneling.
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